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Abstract— Association rule mining satisfies the predefined minimum support and confidence from a given database. The problem is 

usually decomposed into two sub-problems. One is to find the frequent or large itemsets in the database. The second problem is to 

generate association rules from those large itemsets with minimal confidence. Apriori algorithm is an algorithm proposed to mine the data 

warehouses to find the associations. More improvements and alternatives have been suggested to overcome the inefficiency of Apriori 

algorithm. DSIM (Data-Set Intersection Method) algorithm avoids generation of vast volume of candidate itemsets. This process is 

performed by deleting items in infrequent itemset and merging duplicate transaction repeatedly. 

Index Terms— Association rule mining, data mining, maximum frequent itemsets, candidate itemsets, Market Basket Analysis. 

   

——————————      —————————— 

1 INTRODUCTION                                                                     

ATA MINING is an emerging concept in databases 
through Knowledge discovery, prediction, clustering, and 
classifications. The choice of the algorithm to retrieve the 

relationship between the variables for a given application is a 
challenging task, where the accuracy, efficiency, latency, 
throughput, and security matters as resources are limited. Sev-
eral algorithms leading to optimal conclusion have been devel-
oped and practiced on the datasets to extract patterns. Given the 
existence of itemsets, association rules make it possible to pre-
dict the existence of one or more items based on the knowledge 
that is gathered by classifying the data warehouses.  

 
Association rule learning is mostly explained by one of its 

common applications – retrieving the association between the 
items that customers purchase. Apart from the Market Basket 
Analysis, association rules are also used in mining web usage, 
intrusion detection, and bioinformatics. Statistical bias caused 
by suggesting the hypothesis by a narrow sample to match the 
hypothesis intentionally or unintentionally is defined as data-
snooping bias, which leads to a wrong decision in scientific 
calculations including a highly distributed network. Apriori 
algorithm is the mostly learned algorithm for association rule 
mining. It is considered as the fundamental algorithm for data 
mining for associations, though there exists many variants of 
algorithm 

2  DATA MINING CONCEPTS 

Data mining is frequently described as “The process of extract-
ing valid, authentic, and actionable information from large 
databases." Data mining derives patterns and trends collected 
together and defined as a mining model. Mining model can be 

applied to specific business scenarios, such as: 
 Forecasting sales.  
 Targeting mailings toward specific customers.  
 Determining which products are likely to be sold to-

gether.  
 Finding sequences in the order that customers add 

products to a shopping cart.  
This process can be defined by using the following six basic 
steps:  
        1. Defining the problem  
        2. Preparing Data  
        3. Exploring Data  
        4. Building Models  
        5. Exploring and Validating Models  
        6. Deploying and Updating Models 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 
Fig. 2.1   The above diagram describes the relationships be-
tween each step in the process 
.  
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Although the process that is illustrated in the diagram is 
circular; each step does not necessarily lead directly to the next 
step. Creating a data mining model is a dynamic and iterative 
process. User may build several models and realize that they 
do not answer the problem posed when he/she defined the 
problem, and therefore look for more data. 

Association rules are usually required to satisfy a user-
specified minimum support and a user-specified minimum 
confidence at the same time. Association rule generation is 
usually split into two separate steps:  

          1. Minimum support is applied to find all frequent 
item sets in a database.  

          2. These frequent itemsets and minimum confidence 
constraint are used to form rules. 

3 MARKET BASKET ANALYSIS 

A typical example of frequent item-set mining is market bas-
ket analysis. Market Basket - a basket of goods purchased by 
the buyer within a particular transaction, which is the very 
characteristic of the operation performed. One of the most 
common tasks carried out in the analysis of such databases is 
to find products or sets of items (item-set), which also occur in 
many transactions. Marketing division can use these templates 
in order to more accurately place the goods in the shops or 
restructure pages product catalogues and pages Web. 

A set consisting of ‘I’ goods, is called i-set-element (i-item-
set). The percentage of transactions containing a given set, 
called the support (provision) set. It is believed that its support 
must be above a user-defined minimum, such sets are called 
frequent (frequent). 

Table 1 describes several transactions (T100, T200, etc), 
stored in a relational database. And in the corresponding col-
umn, it's mentioned the relevant list of item ids for the particu-
lar transaction. As an example “T200” contains “I2” and “I4” 
item ids. 

                                        
TABLE 1 

 
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Frequent item-set mining derive rules based on minimum 
support and the minimum confidence that reflect the useful-
ness and certainty of the discovered rules. Association rules 
are considered interesting if they satisfy both a minimum 
support threshold and a minimum confidence threshold. 

4 BASIC CONCEPTS & ASSOCIATION RULE             

ALGORITHMS 

An association rule is an implication in the form of XY, 
where X, Y C I are sets of items called itemsets, and X ∩ Y =∅. 
X is called antecedent while Y is called consequent, the rule 
means X implies Y. The basic measures for association rule are 
support (s) and confidence (c).  

Support(s) of an association rule is defined as the percent-
age/fraction of records that contain X U Y to the total number 
of records in the database. 

Confidence of an association rule is defined as the percent-
age/fraction of the number of transactions that contain X U Y 
to the total number of records that contain X. 

Generally, an association rules mining algorithm contains 
the following steps: 

• The set of candidate k-itemsets is generated by 1-
extensions of the large (k -1) - itemsets generated in the previ-
ous iteration. 

• Supports for the candidate k-itemsets are generated by a 
pass over the database. 

• Itemsets that do not have the minimum support are dis-
carded and the remaining itemsets are called large k-itemsets. 
     This process is repeated until no more large itemsets are 
found. 

Apriori is more efficient during the candidate generation 
process. Apriori uses pruning techniques to avoid measuring 
certain itemsets, while guaranteeing completeness. 

These are the itemsets that the algorithm can prove will not 
turn out to be large. However there are two bottlenecks of the 
Apriori algorithm. One is the complex candidate generation 
process that uses most of the time, space and memory. Anoth-
er bottleneck is the multiple scan of the database. Based on 
Apriori algorithm, many new algorithms were designed with 
some modifications or improvements. 

5 INCREASING THE EFFICIENCY OF ASSOCIATION 

RULE ALGORITHMS 

The computational cost of association rules mining can be re-
duced in four ways: 
• By reducing the number of passes over the database 
• By sampling the database 
• By adding extra constraints on the structure of patterns 
• Through parallelization. 
 
In recent years much progress has been made in all these di-
rections. 
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5.1 REDUCING THE NUMBER OF PASSES OVER THE 

DATABASE 

FP-Tree, frequent pattern mining, in association rule mining 
breaks the main bottlenecks of the Apriori. The frequent item-
sets are generated with only two passes over the database and 
without any candidate generation process. FP-Tree scales 
much better than Apriori because as the support threshold 
goes down, the number as well as the length of frequent item-
sets increase dramatically. The frequent patterns generation 
process includes two sub processes: 
a. Constructing the FT-Tree, and  
b. Generating frequent patterns from the FP-Tree 

         The efficiency of FP- Tree algorithm account for three 
reasons: First the FP-Tree is a compressed representation of 
the original database because only frequent items are used to 
construct the tree. Secondly this algorithm only scans the da-
tabase twice. Thirdly, FP-Tree uses a divide and conquers 
method that considerably reduced the size of the subsequent 
conditional FP-Tree. 

5.2 SAMPLING 

This approach can be divided into two phases:-  
During phase 1 a sample of the database is obtained and all 
associations in the sample are found. These results are then 
validated against the entire database. Lowered minimum sup-
port on the sample maximizes the effectiveness of the overall 
approach. Since the approach is probabilistic (i.e. dependent 
on the sample containing all the relevant associations) not all 
the rules may be found in this first pass. Those associations 
that were deemed not frequent in the sample but were actual-
ly frequent in the entire dataset are used to construct the com-
plete set of associations in phase 2. 

If data comes as a stream flowing at a faster rate than can 
be processed, sampling seems to be the only choice. How to 
sample the data and how big the sample size should be for a 
given error bound and confidence levels are key issues for 
particular data mining tasks. 

5.3 PARALLELIZATION 

Association rule discovery techniques have gradually been 
adapted to parallel systems in order to take advantage of the 
higher speed and greater storage capacity that they offer. The 
transition to a distributed memory system requires the parti-
tioning of the database among the processors, a procedure that 
is generally carried out indiscriminately. 

FDM algorithm is a parallelization of Apriori. At every 
level and on each machine, the database scan is performed 
independently on the local partition. Then a distributed prun-
ing technique is employed. 

Another efficient parallel algorithm FPM (Fast Parallel 
Mining) for mining association rules on a shared-nothing par-
allel system adopts the count distribution approach and has 
incorporated two powerful candidate pruning techniques, i.e., 
distributed pruning and global pruning. It has a simple com-
munication scheme which performs only one round of mes-
sage exchange in each iteration. A new algorithm, Data Allo-

cation Algorithm (DAA), is presented that uses Principal 
Component Analysis to improve the data distribution prior to 
FPM. 

5.4 CONSTRAINTS BASED ASSOCIATION RULE MINING 

The goal of data mining techniques is to discover all the pat-
terns whose frequency in the dataset exceeds a user-specified 
threshold. Data mining systems should be able to exploit such 
constraints to speedup the mining process. Techniques appli-
cable to constraint-driven pattern discovery can be classified 
into the following groups: 

• Post-processing (filtering out patterns that do not satisfy 
user-specified pattern constraints after the actual discovery 
process); 

• Pattern filtering (integration of pattern constraints into 
the actual mining process in order to generate only patterns 
satisfying the constraints); 

• Dataset filtering (restricting the source dataset to objects 
that can possibly contain patterns that satisfy pattern con-
straints). 

  Rapid Association Rule Mining (RARM) is an association 
rule mining method that uses the tree structure to represent 
the original database and avoids candidate generation process. 
In order to improve the efficiency of existing mining algo-
rithms, constraints were applied during the mining process to 
generate only those association rules that are interesting to 
users instead of all the association rules. 

6 CATEGORIES OF DATABASES IN WHICH 

ASSOCIATION RULES ARE APPLIED 

Transactional database refers to the collection of transaction 
records. Data mining on transactional database focuses on the 
mining of association rules, finding the correlation between 
items in the transaction records. 
      Association rule mining with taxonomy is potential to 
discover more useful knowledge than ordinary flat association 
rule mining by taking application specific information into 
account. The more general the items chosen the higher one can 
expect the support to be.  
      Spatial databases usually contain not only traditional data 
but also the location or geographic information about the cor-
responding data. These describe the relationship between one 
set of features and another set of features in a spatial database. 
The form of spatial association rules is also XY, where X, Y 
are sets of predicates and of which some are spatial predicates, 
and at least one must be a spatial predicate. 

7 CONCLUSION 

Association rule mining has a wide range of applicability such 
as market basket analysis, medical diagnosis/ research, web-
site navigation analysis, homeland security and so on. The 
conventional algorithm of association rules discovery pro-
ceeds in two steps. All frequent itemsets are found in the first 
step. The frequent itemset is the itemset that is included in at 
least minsup transactions. The association rules with the confi-
dence at least minconf are generated in the second step. 
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          End users of association rule mining tools encounter 
several well known problems in practice. First, the algorithms 
do not always return the results in a reasonable time. It is 
widely recognized that the set of association rules can rapidly 
grow to be unwieldy, especially as we lower the frequency 
requirements. 
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